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Prediction models are often used to stratify individuals on the
basis of their risk for a future event, such as death or develop-
ment of disease. Such information can be valuable to a wide
range of stakeholders, including patients and clinicians as they
evaluate potential treatment strategies and plan for the future,
researchers as they strive to identify target populations for clin-
ical studies, and policy makers as they evaluate possible health
system–level interventions.

In this issue of JASN, Fox et al.1 evaluate the contribution of
a panel of biomarkers to predicting the risk for developing a
low estimated GFR (eGFR) and albuminuria during a 10-year
follow-up period. The study was conducted among partici-
pants in the Framingham Offspring Study—an extraordinarily
well-characterized community cohort with detailed systematic
data collection at baseline and over time. The authors selected
biomarkers they postulated a priori might be associated with
the development of renal dysfunction (plasma renin, serum
aldosterone, B-type natriuretic peptide (BNP), C-reactive pro-
tein, plasminogen activator inhibitor 1, fibrinogen, and homo-
cysteine). In incremental models adjusted for age, gender, and
other baseline characteristics, homocysteine and aldosterone
were statistically significantly associated with the low eGFR
outcome, and both of these measures along with BNP were
associated with the albuminuria outcome. Addition of the
biomarker panel increased the area under the receiver operat-
ing characteristic (ROC) curve (or C-statistic) from 0.81 to
0.82 for the outcome of low eGFR and from 0.73 to 0.75 for the
outcome of albuminuria. In both models, the net reclassifica-
tion improvement index (NRI) was 6.9% and the relative inte-
grated discrimination improvement index (IDI) was statisti-
cally significant. To evaluate the practical utility of these
findings for real world decision-making, we provide a step-by-
step interpretation of relevant model characteristics.2,3

Perhaps one of the most commonly used measures of model
performance is the area under the ROC curve, or C-statistic.

The ROC curve is a plot of the true-positive versus false-posi-
tive rate across the range of possible threshold values. The area
under this curve is the overall probability that the predicted
risk for a patient who experiences an event is greater than for a
person who does not experience an event. The C-statistic is
thus a test of the discriminative accuracy of a risk prediction
model or its ability to distinguish individuals who experience
the event from those who do not.

In the study by Fox et al.,1 the addition of the biomarker
panel to each multivariate model resulted in a modest but sta-
tistically significant improvement in the C-statistic. The dis-
criminative accuracy of the final model for albuminuria was
fair (as indicated by a C-statistic in the 0.7 to 0.8 range), and
that for low eGFR was good (as indicated by a C-statistic in the
0.8 to 0.9 range).

However, some have argued that the C-statistic—which
conveys information about how well a model discriminates
between individuals who do and do not develop the out-
come—is not as helpful to clinicians as other measures of
model performance.2,3 For example, the clinician may be more
interested in how close the predicted risk for a group of pa-
tients comes to the actual risk, a property referred to as model
calibration. In a well-calibrated model, there is good agree-
ment between the observed and predicted risk for the outcome
of interest across risk groups. Model calibration is usually as-
sessed using the Hosmer-Lemeshow statistic or extensions of
this test. When a model is well calibrated, the value of this
statistic will be small and the P value will not be statistically
significant, although the P value should be interpreted with
caution because the statistic may be statistically significant in
well-calibrated models from large data sets. In the study by Fox
et al.,1 all models except for that measuring the relationship of
age and gender with microalbuminuria were well calibrated.

The NRI and IDI are used to assess the impact on risk
stratification of adding particular variables (or groups of
variables) to a prediction model.4 These measures describe
the impact of incremental changes to the model on risk
category assignment. Specifically, the NRI describes the per-
centage of individuals who were classified more accurately
(i.e., those who did not experience the event were reclassi-
fied to a lower risk group, and those who experienced the
event were reclassified to a higher risk group) minus the
percentage who were classified less accurately. The IDI is a
continuous version of the same measure. In the study by Fox
et al.,1 the NRI was 6.9% for both models and the P value for
the IDI was statistically significant in both cases. Collec-
tively, these findings suggest that addition of the biomarker
panel resulted in a modest but statistically significant im-
provement in the accuracy of risk stratification.

In reviewing the model parameters described, it is im-
portant to remember that the clinical utility of any predic-
tion model is contingent on its ability to assign patients to
clinically meaningful risk groups.3 In calculating the NRI
and IDI, patients were assigned to groups with a �3%, 3 to
6%, and �6% 8-year risk for developing each outcome.
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Whether these risk thresholds prove to be clinically mean-
ingful will depend on the context in which the model is
applied. Consider the clinician who must weigh the risks
and benefits of starting a new medication intended to lower
his or her patient’s risk for developing albuminuria or a low
eGFR. Ideal risk thresholds would distinguish between pa-
tients who will benefit from taking a medication to prevent
these outcomes from those who will not. The models pre-
sented here would at best distinguish between those with a
�3 versus �6% risk for developing this outcome during the
ensuing 8-year period. By adding the biomarker panel to the
standard multivariable model, 6.9% more patients were
classified more accurately than were classified less accu-
rately across these strata. For clinical decisions of this sort, a
much wider separation of risk thresholds is often desir-
able.5–7 Of course, the optimal degree of risk separation will
depend on factors such as the potential harms of the inter-
vention, the importance of preventing the outcome, and the
effectiveness of the intervention. Similarly, the magnitude
of the NRI must be weighed against the incremental cost
and burden of ascertaining the additional measures to be
included in the model. Similar principles apply to popula-
tion-level interventions such as screening to identify those
at risk for developing albuminuria or a low eGFR, although
optimal risk thresholds for screening for these outcomes,
which have not been established, may differ from those
needed to support clinical decision-making.

Perhaps the most important attribute of a useful predic-
tion model is a clinically significant outcome. Although the
outcomes selected for these models—a low eGFR8 and mi-
croalbuminuria9—represent the criteria used to define
chronic kidney disease,10 they carry less clinical significance
than hard outcomes such as mortality and progression to
ESRD,11–13 for which patients with chronic kidney disease
are at risk. Nevertheless, these intermediate measures may
serve as useful surrogate outcomes in situations in which
more significant clinical outcomes are rare, as is often the
case for ESRD.

However, this practice can be problematic if risk for the
intermediate outcome does not track with that for the hard
outcome. Use of an incident eGFR of �60 ml/min per 1.73
m2 as an outcome may be particularly problematic because
the Modification of Diet in Renal Disease (MDRD) equa-
tion does not yield accurate estimates for true GFR at levels
close to 60 ml/min per 1.73 m2.14 Furthermore, the clinical
significance of very moderate reductions in eGFR (e.g., 45 to
59 ml/min per 1.73 m2) may be uncertain in some groups,
such as the elderly.15,16

Another important piece of information needed to evaluate
the real-world utility of a prediction model is whether the
model has been validated in a sample other than the one in
which it was developed.3 Validating a prediction model in a
different sample tests for model overfitting and may provide
information on the generalization of the model to other pop-
ulations that perhaps differ in the distribution of risk factors

and in the relationship of these risk factors to the outcome.
Because the model described in the study by Fox et al.1 has not
yet been validated, it is possible that these results may be overly
optimistic and may not generalize to other populations.

It is important to recognize that risk prediction models are not
intended to identify potential mechanistic or causal associations.
Candidate variables are generally selected because they are known
or expected to be associated with the outcome. Model building is
aimed at identifying a parsimonious set of candidate variables to
stratify patients efficiently into groups at high and low risk for the
outcome. It is best not to make causal inferences about variables
that are either selected or not selected by the modeling process. A
prediction model is best judged by how accurately it accomplishes
its intended purpose of risk stratification and by pragmatic judg-
ments of its usability.

The study by Fox et al.1 provides an instructive example
of how prediction models can be used to evaluate the use-
fulness of a biomarker panel for real-world decision-mak-
ing. Such an approach will become increasingly valuable as
an ever-increasing number of novel potential biomarkers,
including genetic markers, become commercially available.
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